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- The goal of control is to choose the input $u(t)$ so that the plant behaves in a desirable way.
- Often we want the output to follow some reference $r(t)$.
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## Example: State feedback

$$
\begin{aligned}
& \dot{x}(t)=\left[\begin{array}{cc}
-2 & -1 \\
1 & 0
\end{array}\right] x(t)+\left[\begin{array}{l}
1 \\
0
\end{array}\right] u(t) \\
& y(t)=\left[\begin{array}{ll}
0 & 1
\end{array}\right] x(t) . \\
& \text { Let } L=\left[\begin{array}{ll}
\ell_{1} & \ell_{2}
\end{array}\right] .
\end{aligned}
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## Controllability

- Remember that a state space model is controllable if and only if the controllability matrix
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- We can place the eigenvalues of $A-B L$ anywhere we want by choosing $L$ if and only if the state space model is controllable.
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$$
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