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$$
Y(s)=G(s) U(s) \longrightarrow \begin{aligned}
& \dot{x}(t)=A x(t)+B u(t) \\
& y(t)=C x(t)+D u(t)
\end{aligned}
$$

- For every transfer function, there exists an infinite number of state space representations.
- MatLab: » sys = ss(G) (Gives one state space realization. canon can be used to find other)
- Canonical forms.


## Canonical forms

## Observable canonical form

A SISO-system with the transfer function

$$
G(s)=\frac{b_{1} s^{n-1}+b_{2} s^{n-2}+\cdots+b_{n-1} s+b_{n}}{s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n}}
$$

Observable canonical form:

$$
\begin{aligned}
& \dot{x}(t)=\left[\begin{array}{ccccc}
-a_{1} & 1 & 0 & \cdots & 0 \\
-a_{2} & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
-a_{n-1} & 0 & 0 & \cdots & 1 \\
-a_{n} & 0 & 0 & \cdots & 0
\end{array}\right] x(t)+\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\vdots \\
b_{n-1} \\
b_{n}
\end{array}\right] u(t) \\
& y(t)=\left[\begin{array}{lllll}
1 & 0 & 0 & \cdots & 0
\end{array}\right] x(t)
\end{aligned}
$$

## Canonical forms

## Controllable form

A SISO-system with the transfer function

$$
G(s)=\frac{b_{1} s^{n-1}+b_{2} s^{n-2}+\cdots+b_{n-1} s+b_{n}}{s^{n}+a_{1} s^{n-1}+\cdots+a_{n-1} s+a_{n}} .
$$

Controllable canonical form:

$$
\begin{aligned}
& \dot{x}(t)=\left[\begin{array}{ccccc}
-a_{1} & -a_{2} & \cdots & -a_{n-1} & -a_{n} \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0
\end{array}\right] x(t)+\left[\begin{array}{c}
1 \\
0 \\
0 \\
\vdots \\
0
\end{array}\right] u(t) \\
& y(t)=\left[\begin{array}{llll}
b_{1} & b_{2} & \cdots & b_{n}
\end{array}\right] x(t) .
\end{aligned}
$$
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- Let $n$ be the number of states (elements in $x(t)$ )
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- Let $n$ be the number of states (elements in $x(t)$ )
- Observable if and only if the matrix

$$
\mathcal{O}=\left[\begin{array}{c}
C \\
C A \\
\vdots \\
C A^{n-1}
\end{array}\right]
$$

has full rank. Observable canonical form $\Rightarrow$ observable.

- Controllable if and only if the matrix

$$
\mathcal{S}=\left[\begin{array}{llll}
B & A B & \cdots & A^{n-1} B
\end{array}\right]
$$

has full rank. Controllable canonical form $\Rightarrow$ Controllable.

- Minimal realization if and only if both controllable and observable. For a minimal realization, it is not possible to find a state space representation with fewer states.

